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Abstract. The bone is a significant segment of the human body. Bone gives the 

capacity to move the body. Bone breaks are basic in the human body. The spe-

cialists utilize the X-beam picture to analyze the cracked bone. The manual crack 

recognition procedure is tedious and furthermore mistake likelihood chance is 

high. Accordingly, a robotized framework needs to create to analyze the cracked 

bone. In this paper, there are numerous techniques for recognition, highlight ex-

traction and characterization strategies examine. Additionally, a near examination 

is likewise finished with favorable circumstances and drawbacks. Some Deep 

Networks (DN) are additionally examining for expectation of bone break. 

Keywords:Support Vector Machine, Convolution Neural Network, Random For-

est, Decision Tree, K-nearest Neighbor 

1 Introduction 

The human body comprises of numerous kinds of bone. Bone breaks are generally brought 

about by a car crash or a terrible fall. The bone break hazard is high in matured individuals 

because of the more vulnerable bone. The cracked bone mends by giving legitimate treatment 

to the patient. The specialist utilizes a x-beam or MRI (Magnetic Resonance Immuring) pic-

ture to analyze the cracked bone. The little break in the bone gets hard to dissect by the spe-

cialist. The manual cycle for the conclusion of the cracked bone is tedious and the blunder 

likelihood is additionally high. In this way, it is important to build up a PC based framework 

to diminish the time and the mistake likelihood for the crack bone determination. The ongo-

ing emerging AI innovations are generally utilized in clinical imaging just as in the force 

hardware fields. The x-beam or MRI picture is utilized in the PC based framework to play out 

the break bone finding. The bone picture contains clamor. Accordingly, a reasonable pre-
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preparing calculation is utilized to eliminate commotion and edges in the picture. After that 

highlights are separated from the bone picture. At last, the framework is prepared with the 

highlights, and grouping is performed by the ML (AI) calculations and Deep figuring out 

how to create CNN which right ly recognizes the crack. 

 

 

Fig. 1.Frame Work For Bone Fracture Detection and classification 

In the previously mentioned examinations, the greater part of them either just distinguish 

the breaks or plan an overall classifier, for example, navigate crack, open break, straightfor-

ward break, and comminuted break. In this paper, an unobtrusive per trochanteric break clas-

sifier is proposed, which can recognize five kinds of trochanter-ic crack. The arrangement 

model is appeared in Fig. 1, the first CT picture is denoised and smoothed by Gaussian chan-

nel, and afterward the separation regularization level set strategy is utilized to fragment the 

district of revenue (ROI). From that point forward, the Canny edge recognition is utilized to 

identify the development of the femur and afterward the picture is isolated into a few sections 

as per the meaning of per trochanteric crack. 

2 Literature Study 

In [1] the framework for grouping was created utilizing profound learning by de-eloping 

CNN. The framework was created by contrasting dataset of sound bones and cracked bones. 

Increase was done to determine overfitting issue utilizing keras module. The last size of data-

set was sorted out to be 4000 out of which 2000 pictures were of sound bones and another 

2000 were of cracked bones. The CNN with 4 layers created was precise enough to accom-

plish exactness of 92.44% for grouping bones. The model is yet to be tried on bigger informa-

tional collections.  
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In [2] the creators have utilized a technique called Fuzzy Phrases which had the option to 

give preferred outcomes over SVM Classifier as this strategy had the option to identify each 

class independently and give better outcomes. The technique had the option to ex-parcel fluf-

fy sets which empowers to explore ascribes making out of highlight vice-pinnacle without 

loss of any data. The k-implies was utilized for Fuzzy expression classification and was uti-

lized to bunch typical and unusual classes. In correlation the best outcomes were gotten uti-

lizing RBF Kernel. The trials were per-framed utilizing 10 cross overlay assessment conspire 

and higher outcomes were acquired as far as precision and affectability.  

 

In [3] X-beam pictures are utilized for bone crack investigation. The different advantages 

and hindrances of x-beams have been talked about. Various sorts of breaks have various 

boundaries, that should be seen which empowers us to recognize the strategies utilized for 

that kind of cracks. The first X-beam pictures were upgraded by performing different proce-

dure on them utilizing MATLAB, for example, expansion, disintegration and Histogram to 

separate required boundaries from X-beam images.  

 

In [4] 10 analyses were performed, out of which 8 examinations yielded the right distin-

guishing proof yield and 2 trials yielded wrong ID yields. The Contrast include boundary 

shows the distinction between the adjacency and the neighboring pixels high estimation of 

the general shifted picture tests, in this manner more influencing the picture ID than different 

highlights of Correlation, Energy, and Homogeneity highlights. Surface examination on x-

beam pictures of lower furthest point bone breaks is spoken to utilizing numerical displaying 

by GLCM strategy as an element extraction technique and K-Means as Clustering calculation 

yields a precision of 80%.GLCM Feature Extraction Method and K-Means Clustering Algo-

rithm can be applied to surface investigation x-beam pictures lower limit bones utilizing 

GLCM highlight extraction strategy gives result exactness is 80%.  

 

In [5] the commotion decrease of picture was finished utilizing one of the four calculation's 

GMF, MeF, MF, SSR. The strategy utilized was to eliminate the commotion at that point rec-

ognize the bone line and afterward distinguishing the cracked bone line. To distinguish the 

Bone line SNAKE'S Algorithm was utilized so the bone line is improved. At that point outer 

energy was eliminated to distinguish the break. The outcomes show that the precision accom-

plished was 89%  
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In [6] the three kinds of nearby fix highlights were utilized to separate breaks from sound 

pictures in particular Schmid surface element, Gabor surface element and proposed straight 

forward logical power include. The SRF include combination is done to recognize the crack 

reasonably as though vectored combination was utilized the calculation would be one-sided 

toward biggest dimensional element, so utilizing SRF this can be disposed of. The 4 layers of 

irregular timberlands, 5 trees for each sort of highlights in the principal layer and 15 trees for 

the other layer were utilized. The greatest permitted tree profundity was 12 and least hub size 

100. The powerless classifier at each tree hub does thresholding at a haphazardly chosen in-

clude measurement. The arbitrary timberlands are executed with bootstrapping to lessen the 

overfitting. It had the option to contain 81.2% highlights with 24.7% precision.  

 

In [7] separation regularization level set technique is utilized to portion ROI from boister-

ous foundation, Canny edge identify administrator is utilized to extricate break edges, and 

afterward by looking at the distinction of edges between reference typical pictures and testing 

pictures, the crack is ordered by the meaning of per trochanteric break. Contrasted and ex-

isted works, the proposed technique can classify unpretentious cracks on per trochanteric. 

The exploratory outcomes represented the great exhibition of this strategy.  

 

In [8] 432 femur pictures were utilized and 3 kinds of break highlights were ex-traced from 

them GO, MRF, IGD. To deal with the distinctions fit as a fiddle and size an examining strat-

egy was utilized to test the component and scalar guides were masterminded into vector high-

lights for order. Gini-aggregate was utilized for arrangement and Gaussian portion indicated 

the best outcomes. The IGD accomplished most noteworthy exactness and MRF accom-

plished most elevated affectability. In this way, classifier blend utilizing min-max runs or 

potentially manages were utilized which indicated min-max rules had most noteworthy preci-

sion while OR rule demonstrated most elevated affectability. in any case, in genuine world 

OR rule was more pro-missing.  

 

In [9] guideline of Hough change is utilized. The line location is finished utilizing Hough 

change. The picture is perused and divided by watershed change and changed over into sin-

gle-pixel picture. The limit attaching is utilized for changing over single pixel picture into 

ceaseless picture. At that point marker preparing is utilized to ex-parcel locale number, dis-

trict territory and different highlights. This calculation isn't valuable for complex breaks.  
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In [10] CS dependent on a group of imbalanced learning classifiers was favorable to mod-

eled for trabecular bone crack zone expectation utilizing dataset examining techniques, Ran-

dom Under testing and Synthetic Minority Oversampling, and classifiers, Multilayer Percep-

tron and Support Vector Machines was finished. The optimal mix was discovered to be 

(RU+SMOTE)- MLP, highlight determination techniques were applied on the examined da-

tasets so as to distinguish biomarkers for the crack zone expectation issue.  

 

In [11] the cutting edge profound neural organization, Dense Net, for three diverse order 

situations. In this presentation of two diverse misfortune capacities, Cross Entropy and Focal 

misfortune to address the issue of class awkwardness. Results for the break location case 

show an improvement of 3% and 6% for the CE and central misfortune separately, contrasted 

and [7]'s. For the 3 classes arrangement A, B, Normal our model outflanks [7]'s model with 

3% utilizing both cross entropy and Focal misfortune. With respect to the 6-class situation, 

the exhibition of the standard [7] out-played out our model by just 1%. The investigation 

drives us to two indisputable comments summed up in the accompanying: Fist, Dense Net 

shows preferable execution over Re-set with Cross Entropy Loss; Deep highlights are sepa-

rated from the thick net yielding 3% improvement for the break location and the 3-class ar-

rangement. Second, in spite of the fact that that the Focal Loss has been proposed to handle 

situations with outrageous imbalanced classes (e.g., 1:1000) as announced in [9], our model 

show that cautious tuning for the hyper-boundary γ could likewise address situations with 

unremarkable unevenness among the classes.  

 

In [12] the profound learning is applied into the field of break ID and grouping. The organ-

ization model that can foresee the kinds of broke repositories precisely is set up. The model 

comprises of three convolutional layers and one full-associated layer. The organization conti-

nuously extricates the higher request highlight data contained in the actual boundaries 

through the con-volution layer, at that point inputs it into the completely associated layer, 

lastly yields the most probable break level utilizing the softmax work. Contrasted and the 

traditional BP neural organization, the convolution neural organization isn't probably going to 

have the issue of overfitting because of the qualities of convolution activity, inadequate asso-

ciation and weight sharing, and it has more 250 points of interest in the classification of un-

predictable and alterable estimated information. Accordingly, it tends to be reasoned that the 
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convolutional neural organization can be utilized to improve the proficiency and precision in 

break levels' ID 

3 Methodology 

3.1 Datasets 

MURA (musculoskeletal radiographs) is an enormous dataset of bone X-beams. Calculations 

are entrusted with deciding if a X-beam study is ordinary or anomalous. Musculoskeletal 

conditions influence more than 1.7 billion individuals around the world, and are the most 

well-known reason for extreme, long haul torment and incapacity, with 30 million crisis divi-

sion visits yearly and expanding. 

 

 

Fig. 2.Bon fracture Images 

We trust that our dataset can prompt huge advances in clinical imaging innovations that 

can analyze at the degree of specialists, towards improving medical services access in parts of 

the existence where admittance to gifted radiologists is restricted. MURA is one of the big-

gest public radiographic picture datasets. We're making this dataset accessible to the network 

and facilitating an opposition to check whether your models can proceed just as radiologists 

on the undertaking. 

3.2 Pre-Processing Techniques 

3.2.1 Gaussian Filtering 

A Gaussian channel has the bit of leeway that its Fourier change is likewise a Gaussian 

conveyance revolved around the zero recurrence (with positive and negative frequencies at 
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the two sides). One would then be able to control the viability of the low-pass nature of the 

channel by changing its width. Additionally, the lessening of higher recurrence segments, 

subsequently their relative expulsion, is more compelling with a Gaussian channel than with 

moving-normal channels. The Gaussian channel may likewise mirror the intrinsic factual na-

ture of changes in many obtained estimation disseminations. The Blackman window of Eq. 

likewise gives a shape that takes after that of a Gaussian appropriation, and as such can be 

used as a channel, instead of the Gaussian channel, for computational accommodation. 

 

3.2.2 Median Filtering 

The middle channel is one kind of nonlinear channel. It is exceptionally viable at evacuating 

drive clamor, the "pepper and salt" commotion, in a picture. The rule of the middle channel is 

to supplant the dark degree of every pixel by the middle of the dim levels in an area of the 

pixels, rather than utilizing the normal activity. For middle separating, we indicate the portion 

size, list the pixel esteems secured by the bit, and decide the middle level.  

 

Fig. 3. Median on matrix 

On the off chance that the part covers a considerably number of pixels, the normal of two 

middle qualities is utilized. Before starting middle separating, zeros must be cushioned 

around the line edge and the section edge. Henceforth, edge mutilation is presented at picture 

limit. 

 

3.3 Segmentation 

3.3.1 K-means 

K-implies calculation is an iterative calculation that attempts to parcel the dataset into Kpre-

characterized particular non-covering subgroups (bunches) where every information point has 

a place with just one gathering. It attempts to make the intra-group information focuses as 

comparative as could reasonably be expected while additionally keeping the bunches as vari-

ous (far) as could reasonably be expected. It appoints information focuses to a group with the 
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end goal that the aggregate of the squared separation between the information focuses and the 

bunch's centroid is at the base. The less variety we have inside groups, the more homogene-

ous (comparative) the information focuses are inside a similar bunch. The methodology k-

implies follows to tackle the issue is called Expectation-Maximization. The E-step is allotting 

the information focuses to the nearest group. 

3.4 Features 

3.4.1 HOG 

Histogram of situated inclinations (HOG) is an element descriptor utilized in PC vision and 

picture preparing with the end goal of item identification. The strategy includes events of an-

gle direction in restricted parts of a picture. This technique is like that of edge direction histo-

grams, scale-invariant component change descriptors, and shape settings, yet varies in that it 

is figured on a thick network of consistently dispersed cells and utilizations covering nearby 

differentiation standardization for improved exactness. 

 

3.4.2 LBP 

The Local Binary Pattern is a great device to depict the neighborhood traits of a texture. 

LBP's are computationally proficient and basic nonparametric neighborhood picture texture 

descriptor. LBP has been generally utilized in different Computer vision applications includ-

ing face acknowledgment due to its straightforwardness and strength to brightening varieties. 

It is calculated by comparing the image pixels with its neighbors It is ascertained by contrast-

ing the picture pixels and its neighbors [1]. 

 

3.4.3SGLDM 

A factual strategy for analyzing surface that considers the spatial relationship of pixels is 

the dim level co-event grid (GLCM), otherwise called the dark level spatial reliance network. 

The GLCM capacities describe the surface of a picture by computing how frequently com-

bines of pixels with explicit qualities and in a predetermined spatial relationship happen in a 

picture, making a GLCM, and afterward extricating factual measures from this lattice.  

The dark level co-event framework approach—likewise oftentimes called the spatial dim 

level reliance lattice (SGLDM) approach—depends on investigations of the insights of pixel 

force disseminations. As indicated above concerning the difference in pixel power esteems, 

single-pixel insights don't give rich enough portrayals of surfaces for reasonable applications. 

Subsequently, it is normal to consider the second-request insights got by considering sets of 
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pixels in certain spatial relations to one another. Subsequently, co-event networks are uti-

lized, which express the relative frequencies (or probabilities) P (I, j|d,θ) with which two pix-

els having relative polar directions (d, θ) show up with forces I, j. The co-event networks give 

crude mathematical information on the surface, despite the fact that this information must be 

consolidated to moderately barely any numbers previously, they can be utilized to group the 

surface. 

 

3.4.4 Wavelet Feature Extraction 

A discrete wavelet change is a sign handling strategy by which quality articulation infor-

mation is prepared. Wavelet change is utilized in quality articulation investigation due to its 

multiresolution approach in signal preparing. In this microarray information is changed into a 

period scale area and utilized as characterization highlights. Quality articulation information 

is spoken to by a framework wherein lines speak to qualities and sections speak to tests. 

Since each example contains a great many qualities, the quantity of qualities can be seen as 

the length of the signs. Subsequently signal preparing procedures can be utilized for microar-

ray information investigation. They fluctuate in different essential properties of wavelets like 

smallness, perfection, quick execution, and orthonormality. One of the vital points of interest 

of wavelets is their capacity to spatially adjust to highlights of a capacity, for example, dis-

continuities and fluctuating recurrence conduct. The smaller help implies the confinement of 

wavelets. That is, a district of the information can be handled without influencing the infor-

mation outside this locale. 

 

3.5 Classification Machine Learning 

3.5.1 SVM: A help vector machine (SVM) is a regulated AI technique that is utilized for or-

der. SVM develops a hyperplane or set of hyperplanes in a high dimensional space, which 

can be utilized for order or different assignments like recognition of exceptions from infor-

mation. A decent arrangement is accomplished by the hyperplane that has the biggest separa-

tion to the closest preparing information purpose of any class.  

 

3.5.2 Decision Tree: Decision trees orchestrate data in a tree-like structure, grouping the in-

formation into different branches. Each branch speaks to an elective choice. The tree-like 

model speaks to the choices and their potential results and utility. It very well may be addi-

tionally joined with different calculations.  
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3.5.3 k-NN: K-closest calculation (KNN) calculation is a regulated AI calculation. It tends to 

be utilized for both order and relapse prescient issues. An article is characterized dependent 

on its closest neighbor's democratic framework. In the k-NN, k is a client characterized 

steady. It is a non-parametric and apathetic learning calculation.  

 

3.5.4 RF: Random timberland, similar to its name suggests, comprises of countless individual 

choice trees that work as an outfit. Every individual tree in the irregular woodland lets out a 

class expectation and the class with the most votes turns into our model's forecast.  

 

3.5.5 NB: Naive Bayes is an AI model that is utilized for enormous volumes of information, 

regardless of whether you are working with information that has a large number of informa-

tion records the suggested approach is Naive Bayes. It gives excellent outcomes with regards 

to NLP assignments, for example, wistful investigation. It is a quick and straightforward ar-

rangement calculation. 

 

3.6 Classification Deep Learning 

3.6.1 CNN 

Convolution Neural Network (CNN) is especially valuable for spatial information examina-

tion, picture acknowledgment, PC vision, characteristic language handling, signal preparing, 

and an assortment of other various purposes. They are organically inspired by the working of 

neurons in the visual cortex to a visual upgrade. What makes CNN significantly more im-

pressive contrasted with the other criticism forward organizations for picture acknowledg-

ment is the way that they don't need as much human mediation and boundaries as a portion of 

different organizations, for example, MLP do. This is principally determined by the way that 

CNN's have neurons organized in three measurements. CNN's make the entirety of this sor-

cery occur by taking a bunch of info and giving it to at least one of the accompanying funda-

mental concealed layers in an organization to create a yield.  

1. Convolution Layers  

2. Pooling Layers  

3. Fully Connected Layers 
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3.6.2 DNN 

Deep Neural Networks (DNNs) provide unparalleled accuracy and performance in an increa-

singly wide range of industrial applications such as image recognition, natural language 

processing, and other complex problems like control of autonomous vehicles. Despite the 

massive result improvements over older machine learning algorithms, DNNs are very de-

manding in terms of computation, and require training on massive datasets, taking large 

amounts of time. Therefore, it makes sense that many efforts have been made to speed up 

both the training time as well as inference time (time taken to actually make a prediction giv-

en a trained model) of DNNs. This enables us to train on more data in lesser time, as well as 

to have faster inference on less powerful devices like mobile phones or embedded systems. 

 

4 Qualitative Analysis 

Table 1. Qualitative Analysis. 

Method Advantage Limitation 

Feature 

LBP A simple but powerful descrip-

tor for spatial features, which 

can lessen the workload of 

CNN’S. 

Improve classification accu-

racy. 

 

High computational cost. 

Not provide a systematic survey. 

Which has only limited intraclass 

variations. 

HOG Good recall rates. 

Features are robust to occlusion 

and clutter. 

Still quite slow. 

Doesn’t work well with lighting 

changes and blur. 

SGLDM Computation Time is Low, 

Low memory Consumption 

 

Works with Gray scale images, 

feature vector is low so classifica-

tion accuracy will less. 

Machine Learning 

SVM More effective in high dimen-

sional spaces. 

Relatively memory efficient. 

Not suitable for large data sets. 

Does not perform very well when 

the data set has more noise. 

KNN Very simple implementation. 

No Training Period. 

New data can be added seam-

Accuracy depends on the quality of 

data. 

Sensitive to the scale of the data 
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lessly. and irrelevant features. 

DT Does not require normalization 

of data. 

Very intuitive and easy to ex-

plain to technical terms. 

Does not require scaling of data 

as well. 

Inadequate for applying regression 

and predicting continues values. 

Relatively expensive as the com-

plexity and time taken are more. 

RF -Efficient on large dataset 

 -Flexibly include missing data 

from previous node of the tree 

-High computational cost  

-Hard to interpret  

-overfitting 

Deep Learning 

CNN Automatically detects without 

any human supervision. 

Inherent properties of images. 

Do not encode the position and 

orientation of the object into their 

predictions. 

High computational cost. 

Need a lot of training data. 

DNN Input image size. 

Spatial information. 

Computational cost and repre-

sentation power. 

Fully connected layers are incredi-

bly computationally expensive. 

5 Conclusion 

This examination additionally correlation distinctive bone crack arrangement strategies and 

the utilization of various highlights, for example, HOG, GLCM, and SGLDM, and so forth 

for Bone order its applications in clinical territories. This paper summed up into two sorts of 

writing: Feature Extraction techniques and Classification strategies. The most helpful tech-

nique among everything is the DNN (Deep Convolutional neural net-work). Another dataset 

of pictures is utilized involving MURA to prepare the model. A Multi-Column DNN engi-

neering maps the picture to its component map. This model uses channels with different open 

fields. The highlights learned by every section DNN are versatile to varieties because of a 

point of view impact or picture goal. Here, the element map is processed precisely dependent 

on math versatile portions. It productively functions admirably with unstructured information. 

Naturally distinguishes the significant highlights with no human oversight. Be that as it may, 

Long preparing time for huge information. In addition, DNN encodes the position and direc-

tion of bone parts. Future work incorporates stretching out our model to arrange bone crack. 

Aut Aut Research Journal

Volume XI, Issue XII, December/2020

ISSN NO: 0005-0601

Page No:46



References 

1. D. P. Yadav and S. Rathor, ―Bone Fracture Detection and Classification using Deep 

Learning Approach,‖ 2020 Int. Conf. Power Electron. IoT Appl. Renew. Energy its Con-

trol. PARC 2020, pp. 282–285, 2020, doi: 10.1109/PARC49193.2020.236611. 

2. M. Vasilakakis, V. Iosifidou, P. Fragkaki, and D. Iakovidis, ―Bone fracture identification 

in x-ray images using fuzzy wavelet features,‖ Proc. - 2019 IEEE 19th Int. Conf. Bioin-

forma. Bioeng. BIBE 2019, pp. 726–730, 2019, doi: 10.1109/BIBE.2019.00136. 

3. R. Bagaria, S. Wadhwani, and A. K. Wadhwani, ―Different techniques for identification 

of a bone fracture in analysis of medical image,‖ Proc. - 2020 IEEE 9th Int. Conf. Com-

mun. Syst. Netw. Technol. CSNT 2020, pp. 327–332, 2020, doi: 

10.1109/CSNT48778.2020.9115760. 

4. R. S. Prihatini, A. H. Setyaningrum, and I. M. Shofi, ―Texture analysis and fracture iden-

tification of lower extremity bones X-ray images,‖ Int. Conf. Electr. Eng. Comput. Sci. 

Informatics, vol. 2017-December, no. September, pp. 19–21, 2017, doi: 

10.1109/EECSI.2017.8239113. 

5. L. Nascimento and M. G. Ruano, ―Computer-aided bone fracture identification based on 

ultrasound images,‖ Proc. - 2015 IEEE 4th Port. Meet. Bioeng. ENBENG 2015, no. Feb-

ruary, pp. 26–28, 2015, doi: 10.1109/ENBENG.2015.7088892. 

6. Y. Cao, H. Wang, M. Moradi, P. Prasanna, and T. F. Syeda-Mahmood, ―Fracture detec-

tion in x-ray images through stacked random forests feature fusion,‖ Proc. - Int. Symp. 

Biomed. Imaging, vol. 2015-July, pp. 801–805, 2015, doi: 10.1109/ISBI.2015.7163993. 

7. L. Wang, H. Cheng, H. Lan, Y. Zheng, and K. Li, ―Automatic recognition of pertrochan-

teric bone fractures in femur using level sets,‖ Proc. Annu. Int. Conf. IEEE Eng. Med. Bi-

ol. Soc. EMBS, vol. 2016-October, pp. 3851–3854, 2016, doi: 

10.1109/EMBC.2016.7591568. 

8. V. L. F. Lum, W. K. Leow, Y. Chen, T. Sen Howe, and M. A. Png, ―Combining classifi-

ers for bone fracture detection in x-ray images,‖ Proc. - Int. Conf. Image Process. ICIP, 

vol. 1, pp. 1149–1152, 2005, doi: 10.1109/ICIP.2005.1529959. 

9. W. Zheng, N. Ma, H. Sun, and H. Fan, ―Feature extraction of X-ray fracture image and 

fracture classification,‖ 2009 Int. Conf. Artif. Intell. Comput. Intell. AICI 2009, vol. 2, pp. 

408–412, 2009, doi: 10.1109/aici.2009.40. 

10. V. C. Korfiatis, S. Tassani, and G. K. Matsopoulos, ―A New Ensemble Classification Sys-

tem For Fracture Zone Prediction Using Imbalanced Micro-CT Bone Morphometrical Da-

Aut Aut Research Journal

Volume XI, Issue XII, December/2020

ISSN NO: 0005-0601

Page No:47



ta,‖ IEEE J. Biomed. Heal. Informatics, vol. 22, no. 4, pp. 1189–1196, 2018, doi: 

10.1109/JBHI.2017.2723463. 

11. M. Lotfy, R. M. Shubair, N. Navab, and S. Albarqouni, ―Investigation of Focal Loss in 

Deep Learning Models for Femur Fractures Classification,‖ 2019 Int. Conf. Electr. Com-

put. Technol. Appl. ICECTA 2019, pp. 2–5, 2019, doi: 

10.1109/ICECTA48151.2019.8959770. 

12. Z. Wu, X. Mo, H. Zhou, L. Liu, and J. Li, ―Classification of reservoir fracture develop-

ment level by convolution neural network algorithm,‖ ICNC-FSKD 2018 - 14th Int. Conf. 

Nat. Comput. Fuzzy Syst. Knowl. Discov., pp. 243–250, 2018, doi: 

10.1109/FSKD.2018.8687232. 

Aut Aut Research Journal

Volume XI, Issue XII, December/2020

ISSN NO: 0005-0601

Page No:48


